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The Role of Metamotivational Monitoring
in Motivation Regulation

David B. Miele1 and Abigail A. Scholer2

1Department of Counseling, Developmental, and Educational Psychology, Boston College
2Department of Psychology, University of Waterloo, Ontario, Canada

This article builds on existing models of motivation regulation in order to examine how

students identify and address motivational deficits (e.g., not enough motivation or not the

right type of motivation). Integrating perspectives from the achievement motivation,

metacognition, and emotion regulation literatures, we propose that metamotivational

processes play an essential role in students’ monitoring of their motivational states. By

emphasizing the ways in which students monitor not only the quantity but also the quality of

their motivation, our model extends existing perspectives. We identify different components

of motivation that are likely to be the target of monitoring (e.g., self-efficacy, intrinsic

value), specify the metamotivational feelings (e.g., hopelessness, boredom) that signal

problems with each component, and discuss how strategies are selected to address these

problems. Our framework generates new questions about how students monitor (and control)

their task-specific motivation.

Over the past several decades, there has been a great deal of

research within educational psychology investigating motiva-

tional factors that influence student engagement (see Wentzel

& Miele, 2016). Much of this research has focused on explor-

ing the ways in which educators can structure learning envi-

ronments to make academic tasks and domains more

enticing, such as changing students’ motivational beliefs,

making the material seem more interesting, and increasing

the perceived relevance of the task or domain. Although

research in this area has made great strides in understanding

these factors, relatively little is known about how students

monitor and address their own motivational problems. This

gap in knowledge is not trivial. Even if educators are success-

ful in stimulating a general desire to learn and to engage in

academic tasks, there are numerous obstacles that students

may experience during task performance that are likely to

reduce or impede their motivation. Students cannot necessar-

ily rely on their parents or teachers to help them overcome

these obstacles, especially when the task is unsupervised.

Considering how often students are faced with

motivational obstacles, and the obvious impact that

these obstacles can have on their learning and achieve-

ment (see Corno, 1993), it is important that we develop

a better understanding of the processes by which

students regulate their motivational states when pursuing

their academic goals, particularly the process of moni-

toring task motivation and detecting potential obstacles.

Despite researchers’ acknowledgment that such monitor-

ing is an essential component of motivation regulation

(e.g., Kuhl, 2000; Sansone & Thoman, 2005; Schwinger

& Stiensmeier-Pelster, 2012; Wolters, 2003, 2011), no

one has offered a thorough description of the monitoring

processes on which students rely to initiate strategic

control of their task-specific motivational states. Thus,

the purpose of this review is to extend existing models

of motivation regulation in ways that better account for

how students monitor their task motivation. Answering

questions about students’ monitoring is important

because it can help us to better understand the different

challenges students face when learning how to regulate

their task motivation. Although some students may

struggle because they lack knowledge of what strategies

they can use to bolster their motivation, other students

may possess this knowledge but still struggle because

they are unable to accurately detect when such strategies

are needed or because they are bad at selecting effective

strategies.
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The updated model we are proposing (depicted in

Figure 1) builds on what is already known about different

types of motivation regulation strategies (see Miele &

Scholer, 2016; Wolters, 2003) by (a) identifying different

components of motivation that are likely to be the target of

regulation, (b) specifying the phenomenological experien-

ces that indicate the status of different components (i.e.,

“metamotivational” feelings), and (c) emphasizing ways in

which students monitor both the quantity and quality of

their motivation. The model therefore provides a frame-

work for asking important questions and guiding future

research about students’ monitoring of their task motiva-

tion, such as: Is monitoring a top-down process that is

executed as part of a strategic plan, or a bottom-up process

that is triggered by experiential cues? Once a problem with

motivation has been detected, how do students identify

which components of their motivation (e.g., low intrinsic

value or self-efficacy) are the source of the problem? In

addition, how do they decide which strategy will be most

effective at bolstering the component they think is under-

mining their desire to engage in the task? Although much

of our proposal currently lacks empirical support, the pro-

posed model integrates perspectives from the motivation,

metacognition, and emotion regulation literatures and, thus,

has a strong theoretical grounding. When possible, we draw

from empirical work to support our contentions.

FIGURE 1 A metamotivational model of motivation regulation. Note. Blue boxes represent dynamic processes and states that are updated each time the

individual cycles through the feedback loop. Beige ovals represent more stable constructs that are not necessarily updated with each cycle. Solid black arrows

represent the standard pathway through each loop. Dashed gray arrows represent possible, but less standard pathways. Solid gray bars represent the connec-

tions between stable factors that exist outside of the feedback loop and dynamic factors within the loop. In general, boxes and arrows depicted in the bottom

half of the figure correspond to metamotivational monitoring, whereas those depicted in the top half correspond to metamotivational control. Note that there

may be additional metamotivational processes that are not addressed by the model and, thus, not depicted in the figure.
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WHAT IS MOTIVATION REGULATION?

We define motivation regulation as the process by which

one attempts to maintain the level and type of motivation

needed to optimally pursue some goal. We consider goals

to be cognitive representations of specific tasks/outcomes

(see Elliot & Fryer, 2008), in contrast to “goal ori-

entations,” which we consider to be broad motivational ten-

dencies that influence engagement in academic activities

more generally (Elliot, 2005). In keeping with past work on

motivation regulation (e.g., Wolters, 1998, 2003; Wolters

& Benzon, 2013), our model focuses on how students regu-

late their motivation to pursue specific task goals (e.g., the

goal of studying for an important exam) and not how they

regulate their higher level goals (e.g., the goal of maintain-

ing a high grade point average [GPA]) or their goal orienta-

tions (e.g., the general desire to appear smart).

Drawing from the literatures on metacognition and self-

regulated learning (e.g., Nelson & Narens, 1990; Winne &

Hadwin, 1998), theorists have suggested that, at the

broadest level, motivation regulation comprises two recip-

rocal metamotivational processes (Boekaerts, 1995; Corno,

1993; Kuhl, 2000; Pintrich, 2004; Sansone & Thoman,

2005, 2006; Schwinger & Stiensmeier-Pelster, 2012;

Wolters, 2003, 2011). The first process, which we call

metamotivational monitoring (Path C!D in Figure 1),

involves assessing both the quantity and quality (e.g.,

intrinsic vs. extrinsic) of one’s motivation to pursue a task

goal; the second process, metamotivational control (Path

E!B1!B2 in Figure 1), involves selecting and executing

strategies that bolster or change one’s task motivation.

These processes are reciprocal and form a feedback loop,

such that the control function takes the output of monitoring

as its input and monitoring takes the output of control as its

input.

The effectiveness of students’ monitoring and control

processes depends in part on their metamotivational

knowledge. Making accurate metamotivational assessments

and decisions, like making accurate metacognitive assess-

ments, requires self, task, and strategy knowledge (Oval H

in Figure 1; see Flavell, 1979; Pintrich, 2002; Wolters,

2003). For example, a student working on a challenging

task needs to know both the level and type of motivation

(e.g., promotion vs. prevention; Higgins, 1997) required in

order to perform her best (task knowledge), the strategies

she can employ to enhance her level of motivation or shift

into a different orientation (strategy knowledge), and which

of these strategies she can implement most effectively (self-

knowledge). It is important to note that this knowledge may

affect monitoring and control either explicitly or implicitly

(e.g., a student may intuitively be aware that relying solely

on intrinsic motivation can lead to inefficient behavior

when studying for an important exam). That is, despite

sometimes using language that implies that these metamoti-

vational processes are consciously controlled, we believe

that (similar to what some theorists claim about metacogni-

tive processes; Butler & Winne, 1995; Reder, 1996; Reder

& Schunn, 1996) they can occur implicitly and/or

automatically.

HISTORICAL BACKGROUND

Our definition of motivation regulation is in line with

modern conceptions of volition. Theorizing about voli-

tion dates back hundreds of years (see Hilgard, 1980).

For instance, Alexander Bain (1859) posited that

volition serves as the arbiter between conflicting

motives: “Wherever two present sensations dictate oppo-

site courses, there is an experiment upon the relative

strength of the two. The resulting volition decides the

stronger, and is the ultimate canon of appeal” (p. 408).

In contrast to this “associationist” conception of voli-

tion, other theorists, such as Narziss Ach (1910/2006),

posited that the function of volition is not necessarily to

decide between conflicting tendencies or motives but to

ensure that implementation of a specific goal or inten-

tion (which serves a particular motive) is not abandoned

in favor of a competing motive or impulse (see Kuhl &

Beckmann, 1985). In other words, volition is about the

enactment of intentions rather than their formation.

At the end of the last century, this distinction was rein-

troduced to the psychological literature by Heinz Heckhau-

sen (1991) and Julius Kuhl (1984). Kuhl’s theory of action

control differentiates between two separate aspects of cona-

tion: motivation and volition. Motivation, in his view,

refers specifically to the process by which values and

expectancies guide an individual’s decision to engage in a

particular action (i.e., goal selection). In contrast, volition

comes into play once a decision has been made and an

intention has been formed; it serves to ensure that the per-

son acts on the intention in the face of competing impulses

or tendencies and sees this action through to completion

(Kuhl, 1984). Kuhl originally posited six types of volitional

strategies that individuals use to ensure that their intentions

are enacted. Lynn Corno, who introduced action control

theory to educational psychology (e.g., Corno, 1986), added

several strategy types and organized the full list into a hier-

archical taxonomy (Corno, 1989, 2001). At the most gen-

eral level of the taxonomy, she distinguished between

covert volitional strategies, which involve efforts to regu-

late internal mental processes, and overt volitional strate-

gies, which involve efforts to restructure features of the

task or social context in order to shield one’s intentions

from competing demands.

These two sets of volitional processes have been

explored by separate but overlapping literatures. On one

hand, recent models of motivation regulation (Sansone &

Thoman, 2005, 2006; Schwinger & Stiensmeier-Pelster,

2012; Wolters, 2003, 2011) have focused specifically on

MONITORING IN MOTIVATION REGULATION 3



the processes by “which individuals purposefully act to ini-

tiate, maintain, or supplement their willingness to start, to

provide work toward, or to complete a particular activity or

goal (i.e., their level of motivation)” (Wolters, 2003, p.

190). In contrast, social psychological models of self-con-

trol have typically focused on deliberate or automatic strat-

egies (e.g., attentional deployment, implementation

intentions, goal shielding, etc.; Achtziger, Gollwitzer, &

Sheeran, 2008; Duckworth, White, Matteucci, Shearer, &

Gross, 2016) used to regulate the impulses and temptations

that automatically override intentional behavior without

necessarily altering one’s underlying motivation to achieve

the intended goal (see Duckworth, Gendler, & Gross, 2014;

Hoffman, Friese, & Strack, 2009; note that the term

“self-control,” as used in the social and developmental psy-

chology literatures, is not synonymous with what we mean

by “metamotivational control”). This is not to say that self-

control and motivation regulation are entirely separate.

Indeed, self-control can certainly be in service of motiva-

tion regulation, and motivation regulation may also operate

in service of self-control. However, we argue that people

often work to regulate their motivation even when there is

not a salient self-control conflict.

In addition to focusing on how students bolster their

motivation, rather than how they protect against competing

impulses or temptations, most models of motivation regula-

tion also posit different types of motivational problems and

aim to identify the strategies students use to overcome these

problems. In the present article we extend these models by

attempting to explain both how and when students are

likely to become aware of a particular motivational prob-

lem and how they go about figuring out which regulation

strategies are best suited for addressing this problem. The

processes we describe are not limited to addressing prob-

lems involving deficits in the quantity of one’s task motiva-

tion; they also apply to problems involving a mismatch

between the quality of one’s motivation and the processing

demands of a given task.

WHAT ASPECTS OF TASK MOTIVATION DO
STUDENTS MONITOR?

Before discussing how students monitor their motivation, it

is important to identify the specific aspects of motivation

that students self-assess. We begin by drawing a distinction

between the monitoring of quantitative and qualitative

aspects of motivation. We then go on to identify the under-

lying components of motivation that students monitor,

which account for both quantitative and qualitative varia-

tion in task engagement. We also identify various costs and

obstacles that interfere with these components and cause

motivational problems, as well as the metamotivational

feelings that signal the presence or resolution of such

problems.

Regulating Quality and Quantity of Task Motivation

For the most part, research on motivation regulation has

focused on the steps that students take to increase the

amount of motivation they have for pursuing a task goal.

Our model builds on this research by attempting to explain

how it is that students become aware of the need to increase

their motivation. However, an additional feature of our

model is that it attempts to account for how students moni-

tor whether they are “motivated in the right way,” in addi-

tion to whether they are “motivated enough” (D2 vs. D1 in

Figure 1). In doing so, it draws on research in motivation

science—particularly self-determination theory (Deci &

Ryan, 2000) and regulatory focus theory (Higgins, 1997;

Molden & Rosenzweig, 2016)—to make explicit the idea

that students can experience different types or qualities of

motivation (e.g., intrinsic vs. extrinsic, promotion vs.

prevention; see Miele & Wigfield, 2014; Vansteenkiste,

Sierens, Soenens, Luyckx, & Lens, 2009). Because certain

qualities of task motivation are associated with modes of

processing that are well suited for engaging in certain kinds

of tasks (Box B2 in Figure 1; e.g., deep vs. surface, diver-

gent vs. convergent), we propose that motivation regulation

involves creating a “fit” between the quality of one’s moti-

vation and the processing demands of the task at hand (in

addition to bolstering or maintaining the quantity of one’s

motivation).

For instance, although a student who is driven by extrin-

sic performance incentives may be just as strongly moti-

vated to engage in a task as a peer who is inspired by

interest or curiosity, the extrinsically motivated student is

likely to find the experience less enjoyable compared to her

intrinsically motivated peer and to engage in processing

that is less complex, creative, and flexible (particularly if

the incentives undermine her sense of autonomy or self-

determination; Cerasoli, Nicklin, & Ford, 2014; de Jesus,

Rus, Lens, & Imagin�ario, 2013; Grolnick & Ryan, 1987;

McGraw & McCullers, 1979; but see Byron & Khazanchi,

2012, for a partial discussion of the debate surrounding this

matter and possible exceptions). Thus, if optimal perfor-

mance on the task requires complex or flexible processing,

the extrinsically motivated student is likely to perform

worse than her peer. However, because extrinsic incentives

may sometimes lead individuals to narrowly focus on

exactly what they need to do in order to achieve a desired

outcome, the extrinsically motivated student may, in certain

contexts, perform better than her intrinsically motivated

peer, especially if the task has a very concrete set of

requirements (Cerasoli et al., 2014).

Differentiating Between Motivation Components

Another important feature of our model is that it identifies

the specific components of task motivation that students

attempt to monitor and control. When students feel like
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quitting a task, they try to determine which components of

their motivation (e.g., low self-efficacy, low intrinsic value)

are causing this feeling and need to be bolstered (i.e., they

monitor the quantity of various motivation components). In

addition, when students feel as if they are going about the

task with the wrong mindset or orientation, they try to iden-

tify which components (e.g., high intrinsic value rather

than high extrinsic value) may be a better fit with the

demands of the task (i.e., they monitor the quality of the

motivation associated with each component).

Evidence that students differentiate between motiva-

tion components comes from research by Wolters, San-

sone, and others (Engelschalk, Steuer, & Dresel, 2016;

Sansone, Weir, Harpster, & Morgan, 1992; Wolters,

1998). For example, in a study by Wolters (1998), col-

lege students were presented with a number of scenarios

describing common school-related tasks (such as attend-

ing a lecture or studying for an exam). For each scenario,

the students were tasked with imagining three motiva-

tional problems (the task/material seemed unimportant,

boring, or difficult). They were then asked to describe

the kinds of behaviors they would engage in order to

maintain their motivation in each situation (i.e., for each

task–problem combination). The results showed that the

strategies described by the students tended to vary in

accordance with the type of motivational problem

depicted in the scenario, which supports the proposal that

students do not rely on a set of general strategies that

they broadly implement in any circumstance that requires

them to bolster their task engagement. Instead, they use

more focused strategies that specifically target the com-

ponent of motivation that appears to account for their

lack of engagement.

Existing Categories of Motivation Components

In the study by Wolters (1998), students’ self-reported

strategies were coded on the basis of theoretic distinctions

made in the volitional and motivational literatures. The

categories used by Wolters generally corresponded to the

components of motivation that these strategies appeared

to target (e.g., task value, interest, self-efficacy). Based on

this initial research, Wolters and Schwinger (Schwinger,

Steinmayr, & Spinath, 2009; Wolters, 1999; Wolters &

Benzon, 2013; see also McCann & Garcia, 1999) devel-

oped questionnaires that ask students to rate the likelihood

that they would engage in a number of regulatory behav-

iors. Factor analyses of participants’ responses have iden-

tified up to eight strategy types, which have been labeled

in terms of either the motivational construct targeted by

the strategy (e.g., “mastery goals,” “value”) or the specific

actions that constitute the strategy (e.g., “self-con-

sequating,” “environmental structuring”). Studies using

these questionnaires have shown that the subscales have

good reliability and predictive validity (Grunschel,

Schwinger, Steinmayr, & Fries, 2016; Schwinger & Otter-

pohl, 2017; Schwinger et al., 2009; Schwinger & Stien-

smeier-Pelster, 2012).

These studies provide us with a good sense of the strate-

gies that students employ to regulate their motivation. They

answer the question of how strategies tend to hang together

and provide some insight into the types of motivational

components that students target. However, the question-

naires used in these studies were not designed to directly

ask students about which components they attempt to tar-

get. Thus, in factor analyses of their responses, much of the

variance accounted for by the factor structure seems to cor-

respond to the different behaviors that constitute each strat-

egy (i.e., the kinds of actions that are involved) rather than

the component of motivation that the strategy targets. To

examine which motivational components students attempt

to regulate, we next outline a taxonomy of components

based, in part, on a theory-driven approach to identifying

components.

A Taxonomy of Motivation Components

In the process of identifying components, we developed

three conceptual criteria. Our aim in developing these cri-

teria was to create a taxonomy that can generate novel

and testable predictions. The first criterion is that high

levels of each of these components are associated with a

unique set of feelings or phenomenological experiences.

As we discuss in more detail below, these metamotiva-

tional feelings serve multiple functions in our model. Our

second criterion is that for each component that contrib-

utes to students’ regulation, there exists a set of strategies

that can be used to directly enhance or diminish this com-

ponent but does not fully overlap with the set of strategies

used to enhance or diminish some other component. This

is not to say that there do not also exist strategies that can

simultaneously influence two components of motivation.

We are simply arguing that any particular component can

be targeted independent of any other component. As our

third and final criterion, we propose that each component

has a direct positive influence on the desire or intention

to pursue a particular task goal. That is, the positive effect

of the component on one’s desire or intention is not medi-

ated by other prominent motivational constructs. For the

purposes of this article, we define “desire” as the experi-

ence of being motivated to engage in a task and

“intention” as a cognitive representation of one’s commit-

ment to engage in it.1

1We do not mean to suggest that students do not use strategies that influ-

ence more distal constructs (such as implicit theories of intelligence).

Instead, we propose that by using these strategies, they are indirectly tar-

geting more proximal determinants of task motivation via the distal con-

structs (e.g., attempting to feel more confident about the task by activating

a growth mindset).

MONITORING IN MOTIVATION REGULATION 5



The three criteria just described can be used to distin-

guish a set of six motivation components from other

motivational constructs. These components are based on a

number of influential motivational models, including

Eccles and Wigfield’s expectancy-value theory (Wigfield,

Tonks, & Lauda, 2016), which posits that expectations for

success and subjective task values (including perceived

costs) are the most direct or proximal determinants of

achievement motivation, as well as self-determination the-

ory (Deci & Ryan, 2000) and regulatory focus theory (Hig-

gins, 1997), which differentiate between types of value.

In the remainder of this section, we discuss each of the six

components we identified. Although we see this list as con-

taining core components, we are not arguing that it is defini-

tive; that is, future research may identify other components.

Furthermore, because this discussion does not, in all cases,

detail how we applied our criteria, we refer the reader to

Table 1 for a full list of the feelings that we believe may

correspond to each component, as well as a list of sample

strategies that students potentially use to target each compo-

nent. In addition, we provide a more detailed discussion of

metamotivational feelings in a separate section below.

Self-Efficacy

Perceived self-efficacy refers to students’ confidence in

their ability to successfully execute task-relevant behaviors

(Bandura, 1977). With respect to our criteria, we propose

that self-efficacy is associated with feelings of frustration

or hopelessness (Pekrun, 2006) when it is low and feelings

of confidence when it is high (Criterion 1). In addition, it is

likely that self-efficacy (as a type of expectancy) can

directly affect students’ motivation (Criterion 3) and that it

can be targeted with a unique set of regulation strategies

(e.g., proximal goal setting; Bandura & Schunk, 1981;

Criterion 2).

TABLE 1

Motivationally Relevant Feelings and Motivation Regulation Strategies Corresponding to Motivation Components and Costs/Obstacles

Feelings Signaling

High Level

Feelings Signaling

Low Level Strategies That Directly Target Component/Cost/Obstacle

Motivation components

Self-efficacy Confidence Frustration � Efficacy self-talk (e.g., “You can do this!”)
Hopelessness � Proximal goal setting (i.e., breaking task down into substeps)

Intrinsic value Interest Boredom � Vary means or increase challenge to make task more fun/enjoyable

Enjoyment Understimulation

Discontent
� Approach task “like a game”

Self-relevant value Importance

When all types of outcome

value are low:

� Connect the current task to other personally important goals (e.g., “Not only will

studying hard help me get into med school, it will make me a knowledgeable

person”)

Meaningfulness

Autonomy

Purposelessness

Indifference

Boredom

External value Compulsion � Self-consequating (e.g., promising to reward yourself for finishing the task)

Coercion

Promotion value Hope � Self-talk focused on ideals and aspirations (e.g., “Getting an A on this exam

would just be the best”)Excitement

Anticipated joy � Gain-oriented task framing (e.g., thinking that you will gain 2 points for each

correct answer)

Prevention value Obligation/Duty � Self-talk focused on duties and responsibilities (“I absolutely have to get an A on

this exam; failure is not an option”)Anxious

concern

Anticipated

relief

� Loss-framed incentives (e.g., thinking that you will lose 2 points for each

incorrect answer)

Costs/Obstacles

Temptations and

opportunity costs

Temptation

When there are no costs

interfering with motivation:

� Environmental control (e.g., studying in a quiet location)

Conflict �Multifinal means (e.g., studying with friends so that you can simultaneously

fulfill your academic and social goals)Distraction

Flow

Regret

Focus

Fluency

Emotional costs/

obstacles

Aversion � Cognitive reappraisal (e.g., interpreting a bad grade as an opportunity for future
growth, rather than as sign of low ability)Distraction

� Response modulation (e.g., engaging in deep breathing in order to reduce

arousal)

Effort costs Mental effort � Proximal goal setting (i.e., breaking task down into substeps)

Fatigue

Exhaustion
� Spacing out performance (e.g., spending a little time working on the task each

day for several days, rather than a lot of time on one day)

g
g
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Subjective Task Value

Our perspective on value is shaped by expectancy-value

theory (Eccles, 2005), self-determination theory (Deci &

Ryan, 2000), and regulatory focus theory (Higgins, 1997).

We propose five components of value that students may regu-

late. One component, which Eccles and colleagues identified

as intrinsic value, pertains to the interest and enjoyment stu-

dents derive from engaging in a task. It roughly corresponds

to what self-determination theory refers to as “intrinsic

motivation” (Deci & Ryan, 2000). The other four compo-

nents (which collectively can be referred to as “outcome val-

ue”; Pekrun, 2006) correspond to the value of the potential

outcomes of the activity, rather than the activity itself. Two

of the outcome value components correspond to the auton-

omy-control distinction specified by self-determination the-

ory and the other two correspond to the growth-security

distinction specified by regulatory focus theory.

Autonomy-control components. The outcome value

associated with a task can be distinguished in terms of where

it falls on the autonomy-control continuum. Self-relevant

value pertains to “the value an activity has because engaging

in it is consistent with one’s self-image” (Eccles, 2005, p.

109). It corresponds to what expectancy-value theory refers to

as “attainment value” and to the two autonomous forms of

extrinsic regulation specified by self-determination theory

(i.e., identified and integrated regulation). In contrast, external

value pertains to the value derived from a goal or demand

imposed by some external force, such as tangible rewards/

punishments (e.g., pizza for reading books) or the expecta-

tions of parents, peers, or society that have not been internal-

ized. It is roughly equivalent to the two forms of controlled

regulation posited by self-determination theory (i.e., external

and introjected regulation). According to self-determination

theory, external value leads students to engage in tasks in a

qualitatively different manner than self-relevant or intrinsic

value. For instance, consider a student who perceives studying

for an exam as useful for maintaining her high GPA. She will

experience this task to be high in external value (as opposed

to self-relevant value) to the extent that she considers main-

taining a high GPA to be important for satisfying her parents’

expectations of her (which she does not share), as opposed to

preserving her self-image as a “good student.” This external

value may lead her to experience a lack of autonomy and to

process the material she is studying in a less complex, crea-

tive, and flexible manner than if she found the task to be

intrinsically valuable or personally meaningful (Byron &

Khazanchi, 2012; Cerasoli et al., 2014; de Jesus et al., 2013;

Grolnick & Ryan, 1987; McGraw & McCullers, 1979). In

addition to being experienced differently from self-relevant

value (which is likely associated with feelings of importance

andmeaningfulness) and intrinsic value (which, by definition,

encompasses feelings of interest and enjoyment; Criterion 1)

and to directly affecting students’ motivation (Criterion 3),

external value can be increased with a unique set of regulation

strategies (e.g., self-consequating; see Table 1; Criterion 2).

For these reasons, we posit external value as a distinct compo-

nent of value that students target in order to regulate their

motivation.2

Growth-security components. Another relevant dis-

tinction for understanding outcome value, originally posited

by Higgins as part of his regulatory focus theory (Higgins,

1997, 2012), is the extent to which value is associated with

growth (the promotion regulatory system) or safety (the

prevention regulatory system). Given that growth and

safety are critical survival needs, these systems are funda-

mental for understanding how people regulate motivation.

According to regulatory focus theory, when people are

primarily concerned with fulfilling their fundamental need

for growth and advancement, they tend to value the outcomes

of tasks/goals as ideals that they want to attain. The

“promotion” motivation that is associated with this type of

value causes them to experience feelings of hope and excite-

ment (Criterion 1) and increases the likelihood of pursuing

goals (Criterion 3) using eager strategies. Consequently, pro-

motion-focused individuals may consistently perform well on

tasks that reward associative, divergent, and flexible process-

ing (such as brainstorming; e.g., Baas, De Dreu, & Nijstad,

2011). In contrast, when people are primarily concerned with

maintaining a sense of safety and security, they tend to value

the outcomes of tasks as responsibilities that they ought to

attain. The “prevention” motivation that is associated with

this type of value causes them to experience feelings of obli-

gation and anxious concern (Criterion 1) and increases the

likelihood of pursuing goals (Criterion 3) using vigilant strat-

egies. As a result, prevention-focused individuals may, in

some cases, perform better on tasks that reward analytic, con-

vergent, and careful processing (such as an untimed math

test; e.g., Rosenzweig & Miele, 2016). There is a large body

of work showing several distinct ways in which promotion

and prevention value can be induced in college participants

(e.g., having students reflect on their ideals or responsibilities;

see Molden & Rosenzweig, 2016; Scholer & Higgins, 2012);

thus, there appear to be unique sets of regulatory strategies

(Criterion 2) that students could use to enhance the promotion

or prevention value of tasks.

Important to note, promotion and prevention value are not

mutually exclusive from the previously described value

2It is worth noting that our model does not include a value component

corresponding to what expectancy-value theory refers to as “utility value.”

This is because we believe that, within a hierarchical system of goals, per-

ceived utility is the mechanism by which value is transmitted from a super-

ordinate goal to a subordinate/task goal. For instance, reconsider the

student who perceives studying for an exam as useful for maintaining her

high GPA. The fact that the external value originates from the student’s

higher order goal (i.e., satisfying her parents’ expectations regarding her

GPA), and not from the task itself, should not dramatically alter the way in

which this value is experienced or the effect it has on the student’s engage-

ment in the task.
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components (see Molden & Miele, 2008; Molden & Rose-

nzweig, 2016). In fact, it may not be possible to experience

self-relevant or external value without also experiencing pro-

motion or prevention value. When a task is high in self-rele-

vant value (i.e., when “consistent with one’s self-image”;

Eccles, 2005), this value will be represented either as an ideal

or a responsibility (i.e., as an aspect of one’s self-image that

describes the kind of person one hopes to be or ought to be).

Similarly, when a task is high in external value (i.e., when

one feels compelled to engage in it), this value will also be

represented as an ideal or responsibility (i.e., an externally

imposed outcome that one hopes to gain or that one is wor-

ried about losing). However, we maintain that the concerns

leading a student to target either the self-relevant or external

component of outcome value can be independent of the con-

cerns leading her to simultaneously target either the promo-

tion or prevention component.

It is also important to note that we consider promotion

and prevention value to be components of outcome value

because they have to do with the way in which the out-

comes of tasks are represented (as ideals or responsibili-

ties). However, it is possible that because engagement in

tasks that are intrinsically valuable promote growth (Deci

& Ryan, 2000), intrinsic value may more frequently be

accompanied by promotion value (which stems from our

fundamental need for growth) but not prevention value

(which stems from our need for safety; see Smith,

Wagaman, & Handley, 2009; Vaughn, 2017).

Constructs not Included as Components

Readers who are familiar with the achievement motiva-

tion literature may wonder why we have not posited mas-

tery and performance goals as components that students

attempt to regulate, especially considering that existing

questionnaires include subscales assessing students’ use of

strategies targeting these constructs (Schwinger et al.,

2009; Wolters & Benzon, 2013). One reason for excluding

mastery and performance goals is that we consider goals to

be cognitive representations of tasks/outcomes (see Elliot

& Fryer, 2008) that derive their motivational force from

values and expectancies (i.e., motivation components). The

purpose of our model is to explain how students regulate

their motivation to achieve these outcomes (e.g., how a

student increases her current motivation to outperform her

peers on an academic task). If we were to designate task-

level mastery and performance goals as both motivation

components and outcomes, we would find ourselves mak-

ing a somewhat circular and uninformative argument (i.e.,

students attempt to increase or strengthen their performance

goals in order to achieve their performance goals).

Costs and Obstacles

In addition to the motivation components just described,

our model includes factors that undermine these

components and disrupt task engagement (Path A!B in

Figure 1), which we refer to as costs. In some cases, costs

are perceived as being endogenous to the task (as stemming

from engagement in the task, some task requirement, or the

nature of the material). In other cases, costs are perceived

as being exogenous to the task (as stemming from the con-

text or environment, as opposed to the task itself). In such

cases we describe the costs as being generated by obstacles.

Because both costs and obstacles explain why students who

are sufficiently motivated to begin engaging in a task some-

times experience a desire to quit prematurely, one of the

primary functions of motivation regulation in our model is

to remove, reduce, or overcome these disruptive factors.

Types of Costs and Obstacles

Another reason that costs and obstacles are distinct from

motivation components in the current version of our model

(cf. Miele & Scholer, 2016) is that they are generally

negatively associated with the desire to engage in a task,

whereas components such as self-efficacy, intrinsic value,

and self-relevant value are positively associated with this

desire (in line with our third criterion for identifying

components). However, costs and obstacles are also similar

to motivation components in many respects. In fact, two of

the criteria that we used to distinguish between the compo-

nents of motivation that students regulate can be adapted in

order to distinguish between types of costs and obstacles.

For instance, consider the three types of cost that were ini-

tially proposed by Eccles-Parsons et al. (1983) and that

have generally been supported by recent empirical studies

(Perez, Cromley, & Kaplan, 2014; cf. Flake et al., 2015):

opportunity cost, or valued alternative actions that one for-

goes by engaging in the task; psychological/emotional cost,

or the psychological discomfort that one experiences or

associates with engaging in the task; and effort cost, or the

level of effort that the task requires (see Table 1).

With respect to our first criterion, it seems clear that each

type of cost is associated with a unique set of feelings or

phenomenological experiences (though these feelings are not

always metamotivational in nature; see below). For example,

a student who is studying for an exam on a Friday night but

would rather be hanging out with friends (opportunity cost)

is likely to experience feelings of temptation or motivational

conflict (see Hofer & Fries, 2016). If the student is instead

concerned about how stressed and anxious she feels about

the upcoming exam (psychological cost), she is by definition

experiencing feelings of stress and anxiety. And if the stu-

dent considers the task of studying to be overly demanding

and time intensive (effort cost), she is likely to experience

feelings of fatigue or exhaustion. With respect to the second

criteria, we believe that there exist sets of regulation strate-

gies that uniquely target each cost type. For instance, the

strategy of restructuring a task so that it simultaneously tar-

gets two goals (i.e., multifinality) can be used to reduce
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opportunity costs but is relatively unlikely to be used to

directly target psychological or effort costs.

Metamotivational Feelings

As previously discussed, motivation components are associ-

ated with unique sets of feelings and phenomenological expe-

riences, which we refer to as metamotivational feelings.

Similar to metacognitive feelings, which “inform the student

about specific aspects of cognitive processing” (e.g., feelings

of familiarity and knowing; Boekaerts & Rozendaal, 2010,

p. 373; see also Clore, 1992; Efklides, 2006), metamotiva-

tional feelings (Box C2 in Figure 1) directly signal low or high

levels of motivation components and can initiate or terminate

further monitoring of motivational states. Like metacognitive

feelings, metamotivational feelings can be thought of as occur-

ring at what William James (1892) referred to as the “fringe”

of consciousness, in part because they are peripheral to focal

attention and because they result from nonanalytic, implicit

processing (Efklides, 2006; Koriat, 2000, p. 158). An impor-

tant function of fringe consciousness is that “it represents large

amounts of information in a condensed format, to avoid

exceeding the limited capacity of consciousness” (Norman,

Price, & Duff, 2010, p. 68). Thus, one potential benefit of stu-

dents relying on metamotivational feelings to monitor their

motivation is that it allows them to engage in monitoring with-

out substantially disrupting their processing of the material

they are attempting to learn. That is, as opposed to having to

regularly interrupt their task performance in order to ask

whether they are sufficiently motivated, students can wait until

the metamotivational feelings operating in the background

become strong enough to automatically trigger the use of cer-

tain regulation strategies (Path C2!E in Figure 1) or to cap-

ture their attention and prompt conscious metamotivational

processing (such as more deliberate selection of a regulation

strategy; Path C2!D!E in Figure 1; see below).

Our choice to use the term metamotivational “feelings”

rather than “beliefs” is based on prior research suggesting

that metacognitive feelings are distinct from metacognitive

beliefs and judgments. For instance, the subjective feeling

of being on the verge of recalling some answer can be dis-

tinguished from the belief that one will eventually be able

to remember it (Koriat, Nussinson, Bless, & Shaked, 2008).

We argue that a similar distinction can be made between

metamotivational feelings (e.g., feelings of importance)

and metamotivational beliefs/judgments (e.g., judgments of

task relevance), and that this distinction is necessary to

account for how students “transition” (see Koriat, 2000)

from implicit to explicit metamotivational processing.

Feelings Associated With Decreases in Motivation

We propose that there exist metamotivational feelings cor-

responding to each component of motivation (or cluster of

components) specified by our model (see Table 1). Impor-

tantly, we maintain that all metamotivational feelings that

result in low levels of a component are deactivating such

that they involve a reduction in physiological arousal (see

Pekrun, 2016). Furthermore, we speculate that this deacti-

vation is associated with the desire to disengage from an

activity and, thus, may be an aspect of metamotivational

feelings that (either directly or indirectly) signals the need

for additional meta-level processing.

Our mapping of feelings to components is influenced by

Pekrun’s (2006) control-value theory of achievement emo-

tions (although we do not believe that all metamotivational

feelings count as full-blown emotions). For instance, con-

sistent with Pekrun’s theorizing about perceptions of con-

trol, we propose that low self-efficacy for managing an

ongoing activity or attaining desired outcomes can lead to

feelings of frustration and hopelessness. In addition, consis-

tent with his theorizing about perceptions of an activity’s

value, as well as with research examining students’ affec-

tive reactions to tedious or unchallenging tasks (see Dasch-

mann, Goetz, & Stupnisky, 2011, for a review), we propose

that lack of intrinsic value typically results in boredom.

However, whereas control-value theory does not posit an

affective response to low levels of what Pekrun refers to as

“outcome value” (Pekrun, 2006; Pekrun, Frenzel, Goetz, &

Perry, 2007, p. 22), our model proposes that students who

are simultaneously low in self-relevant and external value,

as well as promotion and prevention value (all of which can

be considered types of outcome value), will experience

feelings of purposelessness, indifference, and potentially

boredom.

We propose that low outcome value, and not just low

intrinsic value, may be related to boredom because some

studies suggest that boredom is associated with a perceived

lack of meaning or purpose (e.g., van Tilburg & Igou, 2012).

It is possible, then, that there are two distinct types of bore-

dom—one that is typically experienced as a lack of stimula-

tion and another that is experienced as a lack of purpose or

relevance (cf. Goetz et al., 2014). For instance, certain activi-

ties may be experienced as boring because they are unchal-

lenging or tedious while being perceived as personally

relevant or even self-transcendent (e.g., the “completion of

boring math problems as [preparation] for a future career”;

Yeager et al., 2014, p. 563). However, it seems unlikely that

an interesting and enjoyable task would be experienced as

boring even if it was perceived to be meaningless (e.g., play-

ing a silly game in class with no discernable link to learn-

ing). This suggests that lack of intrinsic value (but not

outcome value) may be a necessary condition for experienc-

ing boredom. Perhaps the experience of boredom due to low

intrinsic value can be expanded to incorporate feelings of

purposelessness or indifference when the task is also per-

ceived as low in outcome value. Consistent with the idea of

a single, multidimensional experience of boredom, items

from a boredom scale assessing the experiences of both dull-

ness and unimportance in an academically unchallenging sit-

uation loaded onto a single factor (e.g., Acee et al., 2010;
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but see Daschmann et al., 2011). It will be interesting to

explore this possibility in future research.

It is also important to note that feelings such as hopeless-

ness, boredom, and purposelessness are not the only experien-

ces associated with declines in motivation. Feelings such as

sadness, tiredness, and even temptation can stem from costs

and thus may also be associated with a desire to disengage

from a task. The difference is that feelings like boredom result

from decreases in motivation components and so signal some-

thing to students about which component (or cluster of compo-

nents) may be causing a change in their motivation. In

contrast, feelings like sadness lead to these decreases and thus

signal something about which costs may be undermining a

particular component or increasing the student’s desire to dis-

engage. Because these feelings are not experienced as being

about motivational states, we do not consider them to be

“metamotivational”; instead, we refer to them as

“motivationally relevant.” Our distinction between these two

types of feelings is consistent with Winne and Hadwin’s

(1998) COPES model of self-regulated learning, which posits

that emotions can both influence and be the product of task

engagement (Webster & Hadwin, 2015, p. 796).

Feelings Associated With Increases in Motivation

Although metamotivational feelings associated with low

levels of motivation components play a very important

role in our model, there also exist feelings that, in the

context of metamotivational monitoring, may indicate

high levels of different motivation components (see

Table 1). We propose that these include feelings of con-

fidence about task performance, which signal high

self-efficacy; feelings of interest and enjoyment, which

signal intrinsic value; feelings of importance and auton-

omy, which signal high self-relevant value; feelings of

being compelled to do something, which signal external

value; feelings of hope and excitement, which signal

promotion value; and feelings of obligation and anxious

concern, which signal prevention value (Higgins, Shah,

& Friedman, 1997).3

At this point, it should be clear that we are proposing an

asymmetry between feelings that signal low and high levels

of outcome value, such that there is a single set of feelings

(i.e., purposelessness, meaninglessness, boredom) that sig-

nal that all types of outcome value (self-relevant and exter-

nal, as well as promotion and prevention) are

simultaneously low but separate sets of feelings that indi-

cate that each of these four types is high. As long as at least

one value component is relatively high, the individual’s

affective experience is driven by that component. It is only

when all of the outcome value components are low (i.e.,

when there is no component at a high level driving the

affective experience) that the individual experiences a more

general sense of purposelessness. We also propose that

there is an asymmetry between feelings associated with low

and high levels of costs, such that there is a single set of

feelings (i.e., flow, focus, and fluency) that indicates low or

manageable levels of all costs, but separate sets of feelings

that indicate high levels of opportunity, emotional, and

effort costs (see Table 1).

Metamotivational feelings indicating high levels of a

particular component (such as interest or confidence) likely

play multiple roles in monitoring. One may be to signal that

attempts to bolster a particular motivation component have

been successful, and thus no further attempts are needed.

Another role may be to simply indicate to the student what

type of motivation she is currently experiencing (e.g.,

intrinsic vs. extrinsic, promotion vs. prevention). As we

explain in more detail in the sections to come, the student

may use this information to determine whether this type of

motivation “fits” with the processing demands of the pres-

ent task (i.e., whether the type of motivation she is

experiencing is likely to promote a mode of self-regulation

and processing that will lead to optimal performance on the

task).

Evidence for the Role of Metamotivational Feelings
in Monitoring

Although we know of no studies directly examining the role

that metamotivational feelings play in initiating efforts to

regulate specific motivation components, a study by Web-

ster and Hadwin (2015) suggests that boredom sometimes

precedes students’ attempts to regulate their learning.

Specifically, the study showed that college students in a

course on self-regulated learning retrospectively reported

using motivation regulation strategies, such as self-conseq-

uating, to change emotions that “they perceived as interfer-

ing with [goal] progress,” such as boredom and anxiety

(p. 799). Because students were asked about regulating

their emotions and not which strategies they used to bolster

their motivation (cf. Wolters, 1998), these results suggest

that they interpreted their experiences of boredom as an

indication of low motivation and something that needed to

be regulated (see also Nett, Goetz, & Hall, 2011). The fact

that students reported using motivation regulation strategies

in response to an emotion regulation prompt led Webster

and Hadwin to suggest that:

3The reader may notice that, in our model, feelings of anxiety can serve

both as costs that undermine motivation components (such as intrinsic

value) and as metamotivational feelings that indicate high levels of preven-

tion value. One way to reconcile this apparent discrepancy is to think in

terms of the curvilinear relation between anxiety and performance. At low

and moderate levels, anxiety may signal one’s prevention concerns and be

associated with the useful maintenance of vigilant motivational strategies

that are associated with the prevention system (e.g., Scholer, Ozaki, & Hig-

gins, 2014). This is similar to arguments that have been made with regards

to defensive pessimism (e.g., Norem & Cantor, 1986). However, at high

levels and for certain individuals (e.g., those who are predominantly pro-

motion focused), anxiety may be detrimental for engagement and

performance.
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[I]t may be worthwhile to further explore the distinction

between regulating emotions and regulating motivation dur-

ing goal-directed, independent studying. Perhaps an inte-

grated framework could be developed from this research, or

perhaps it will be discovered that there are indeed differen-

ces between these two areas that call for separate frame-

works. (p. 813)

Although boredom may sometimes prompt the use of

effective regulation strategies that increase motivation

(Nett, Goetz, & Daniels, 2010), boredom frequently leads

to negative outcomes (see Tze, Daniels, & Klassen, 2016).

This suggests that not all students successfully regulate

their motivation in response to metamotivational feelings.

Our model is useful in trying to understand this problem

because it suggests several mechanisms that can be investi-

gated: (a) faulty interpretation of metamotivational feel-

ings, (b) lack of sufficient superordinate motivation for

regulating task motivation, or (c) lack of knowledge about

effective strategies. Additional studies that examine the

relations between experiences of particular metamotiva-

tional feelings and the use of certain strategies will be gen-

erative and informative in examining our model.

The Benefit of Distinguishing Between Components,
Costs, and Feelings

The clear distinction our model makes between motivation

components, costs/obstacles, and metamotivational feelings

stands in contrast to existing theories, which often do not

differentiate these three aspects of motivation regulation.

For instance, in a study by Wolters (2001; as cited in Wol-

ters, 2011), “Qualitative analyses of students’ responses

suggested eight types of problems that included distractions

in the immediate environment, lack of personal interest or

value for the material, task difficulty, and boredom” (p.

272; see also Engelschalk, Steuer, & Dresel, 2016;

Schwinger & Stiensmeier-Pelster, 2012). In our model,

lack of personal interest or value corresponds to the motiva-

tion components of intrinsic and self-referential value, dis-

tractions and task difficulty represent costs/obstacles that

can interfere with these components, and boredom is a

metamotivational feeling that signals interference.

Separating out motivational problems into components,

costs, and feelings allows us to make a number of interest-

ing predictions. The same cost could undermine different

components depending on how it is experienced by the stu-

dent and could even undermine multiple components simul-

taneously. For instance, consider a student who experiences

a high level of math anxiety working on a calculus assign-

ment. The student’s anxiety is likely to undermine her self-

efficacy if it makes her unable to concentrate on the math

problems, but it may also undermine the intrinsic value of

the task if it causes her experience of completing the math

problems to become aversive. This suggests that a single

strategy (e.g., mindful breathing) aimed at eliminating or

reducing a particular cost (e.g., anxiety) can be used by stu-

dents to bolster more than one component (e.g., self-effi-

cacy and/or intrinsic value) within or across situations. It

also suggests that the decision to use this strategy can be

elicited by more than one metamotivational feeling (e.g.,

feelings of frustration and/or feelings of discontent).

Distinguishing between different aspects of motivational

problems may also help in making sense of empirical find-

ings from existing studies of motivation regulation, such as

the fact that “the motivational problems reported by stu-

dents [in Wolters’s, 2001, study] varied as a function of the

context or academic task” (Wolters, 2011, p. 272). For

instance, students may have been more likely to report

“lack of situational interest” as a motivational problem in

regard to “listening to a lecture” than in regard to “studying

for a test” because of the costs associated with a

“controlling mode of instruction in which the teacher domi-

nates the classroom” (see Shernoff, Csikszentmihalyi,

Schneider, & Shernoff, 2003, p. 172).

Separating components, costs, and feelings may also

help to explain why students in a different study by Wolters

(1998) were just as likely to use strategies targeting perfor-

mance goals as they were to use strategies targeting interest

in order to overcome the costs associated with having to

process boring material. Perhaps the students who used

strategies targeting performance goals perceived the boring

material as interfering with the external or self-relevant

value of the task (i.e., they found the task to be pointless),

whereas the students who used strategies targeting interest

perceived the material as interfering with the intrinsic value

of the task (i.e., they found the task to be unpleasant or

aversive). Ultimately, by understanding which costs are

most likely to undermine particular motivation components

in a given academic context, we may be better able to pre-

dict the strategies that students are likely to use in that con-

text (compared to if we only define motivational problems

in terms of either components or costs).

HOW DO STUDENTS MONITOR THE QUANTITY OF
THEIR TASK MOTIVATION?

In examining the process by which students monitor the

quantity of their own task motivation, we begin with what

may seem like a puzzle: How can a student take steps to

monitor or control her motivation to achieve a particular

goal without being sufficiently motivated to achieve that

goal to begin with? In answering this question, we begin

from an assumption made by many models of self-regula-

tion: Goals are organized hierarchically (see Carver &

Scheier, 1998; Duckworth & Gross, 2014; Kruglanski

et al., 2002; Schwinger & Stiensmeier-Pelster, 2012).

A superordinate goal in this hierarchy does not lead directly

to action or behavior but instead results in the adoption of
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more concrete subordinate goals (such as task goals) that

are acted upon in order to achieve the superordinate goal.

In our model, the initial motivation to pursue a task goal

(Oval G in Figure 1), as well as the desire to regulate this

motivation over time, stems from its superordinate goal

(Oval F in Figure 1). For instance, a student may initially

feel strongly motivated to study for an exam because she

really wants to do well in the course (see Davis, Kelly,

Kim, Tang, & Hicks, 2016). However, over time she may

have to deal with interference from competing goals or

other perceived obstacles/costs (see Perez, Cromley, &

Kaplan, 2014) that reduce her current motivation to pursue

the subordinate goal of preparing for the test (Path A!B in

Figure 1). Our model predicts that the likelihood of the stu-

dent taking steps to overcome these obstacles depends

partly on whether she is still strongly motivated to achieve

the superordinate goal of getting a good grade in the course

(Path F!D!E in Figure 1; for support, see Sansone,

Weir, Harpster, & Morgan; 1992; Sansone, Wiebe, & Mor-

gan, 1999; Smit et al., 2017; Wolters & Benzon, 2013;

Wolters & Hussain, 2015; Wolters & Rosenthal, 2000).

Top-Down Versus Bottom-Up Monitoring
of Motivation Quantity

A student who is sufficiently motivated to regulate her task

motivation will initiate metamotivational monitoring in

either a bottom-up or top-down manner. To understand the

difference between these processes, it is helpful to consider

the distinction made by theories of metacognitive self-regu-

lation (Nelson & Narens, 1990; Winne & Hadwin, 1998)

between “object-level” processes that represent goal-rele-

vant mental activity and “meta-level” processes responsible

for both evaluating the effectiveness of object-level proc-

essing and, when necessary, implementing corrective steps

that can be taken to get the object level back on track. Con-

sistent with these theories, we posit a bidirectional flow of

information between the two levels. Information about the

current state of one’s motivation flows from the object level

to the meta level (as part of metamotivational monitoring),

and information about how to bring this state more in line

with what is necessary to achieve one’s goal, flows from

the meta level back to the object level (as part of metamoti-

vational control).

A key question is what triggers the flow of information

from the object level to the meta level. One possibility is

that monitoring occurs in a top-down manner (Path D!C

in Figure 1), such that some executive process at the meta

level (e.g., a “program of self-instructions”; Veenman,

2011) leads one to periodically check the object level to see

whether one’s motivation is sufficient for completing the

task. For instance, a student who is studying a textbook for

an upcoming exam may ask herself after every paragraph,

page, or chapter (depending on the frequency of her moni-

toring) whether she still feels like completing the task, or

whether she is in danger of quitting. If the student deter-

mines that quitting is a real possibility, she may consider

why she is not motivated and whether it is worth engaging

in regulatory behavior aimed at enhancing a particular

motivation component.

Another possibility is that monitoring occurs in a more

of a bottom-up fashion (Path C!D in Figure 1), such that

the student does not initiate any meta-level processes until

she encounters a cost at the object level (e.g., boring mate-

rial) that disrupts task engagement and generates a metamo-

tivational feeling signaling that she is in danger of quitting

and switching to another goal (see Efklides, 2006, 2011, for

the metacognitive equivalent of this mechanism). Under-

standing the threshold at which this feeling or the desire to

quit leads to additional metamotivational processing is an

important direction for future research. Presumably this

threshold is based on some combination of self and task

knowledge that the student has derived from her past expe-

riences of boredom. The meta-level processes that are acti-

vated once the threshold is crossed represent the point at

which bottom-up and top-down monitoring converge.4

Identifying the Source of a Motivational Deficit

When a student’s initial monitoring of her motivation

strongly signals that she is in danger of switching to another

goal, she must decide whether to take steps to increase her

task motivation or reduce task costs. According to our

model, the student will make this decision by implicitly

determining whether her desire to stop (which stems from

the emerging costs of the task) outweighs her motivation to

fulfill the superordinate goal of the task (Path F!D in Fig-

ure 1). If it does not, one step the student can take is to

identify the component(s) responsible for undermining her

task motivation. If the student’s desire to stop was accom-

panied by a metacognitive feeling, such as hopelessness or

purposelessness, this process is likely to be straightforward.

For instance, a feeling of hopelessness would signal to the

student that she is low in self-efficacy (see Table 1).

However, there may frequently be occasions when the

desire to stop engaging in the task is not accompanied by a

clear metamotivational feeling or when the student also

wants to know why a particular component is low. In such

cases, the student must search for or select other, more

ambiguous cues (including feelings, thoughts, or behaviors)

that provide some indication of the component(s) under-

mining her motivation, as well as the costs/obstacles inter-

fering with this component. For instance, feelings of

temptation may be viewed by a student as an indication that

4A third possibility is that, although monitoring another aspect of their

learning goal (e.g., their comprehension of the material), students realize

that their failure to make adequate progress toward this goal is due to moti-

vational problems. In this case, monitoring would begin with what Carver

and Scheier (1990, 1998) described as a “meta loop.”

12 MIELE AND SCHOLER



the opportunity costs associated with a task are interfering

with her ability to concentrate and, thus, lowering her self-

efficacy. Because these feelings are not inherently about

particular components of motivation, they are more open to

interpretation than metamotivational feelings.

Although it is possible that, in some cases, the search for

motivationally relevant cues is a conscious and deliberately

executed process, we contend that it is more likely to occur

in an implicit or automatic manner. This contention is based

in part on findings from the judgment and decision making

literature examining how people form assessments based

on metacognitive feelings. For instance, Menon and Reghu-

bir (2003) showed that participants judged themselves less

likely to recommend a product after being asked to recall a

large number of positive features described in an advertise-

ment for the product than after being asked to recall a small

number. This suggests that participants attributed the men-

tal effort associated with trying to recall a large number of

features to the product not being very good (i.e., to there

not being many good features to recall in the first place). In

a later study, information designed to undermine this attri-

bution was effective only in eliminating the effects of these

cues on participants’ judgments when they had the mental

resources necessary to process this added information.

However, when participants were placed under cognitive

load, they continued to use mental effort as a cue for mak-

ing judgments. In a review paper on metacognitive experi-

ences, Schwarz (2004) concluded that the results of this

study support “the assumption that the use of [metacogni-

tive] accessibility experiences is relatively automatic and

effortless, whereas their disuse is deliberate” (p. 343).

It is important to note that the way in which particular

cues are interpreted during metamotivational monitoring

may vary considerably from one student to the next, or

even from one situation to the next for the same student.

This is because students’ interpretations are likely based on

a variety of contextual and individual difference factors,

such as their implicit beliefs about how specific cues relate

to different components (e.g., the belief that, in general, the

feeling of sadness is unacceptable and to be avoided vs. the

belief that sadness is distracting and interferes with perfor-

mance). Evidence for this claim comes from studies dem-

onstrating that the effects of feeling-based cues (such as

metacognitive feelings) on judgments can be manipulated

by supplying students with different theories about what

these cues mean in the present context (see Schwarz, 2004,

for a review).

Selecting a Strategy for Regulating Motivation Quantity

Once a student has identified the component(s) that

explains her reduced task motivation, and possibly the cost

(s) that explains why this component is deficient, she must

select (explicitly or implicitly) which regulation strategy

she will use to bolster her motivation (Box E in Figure 1).

This selection, which represents the transition from meta-

motivational monitoring to control, can be made in several

ways. First, the student can attempt to enhance the compo-

nent in question by removing or diminishing the cost/obsta-

cle she thinks is interfering with it. For instance, if the

student believes that the task has low intrinsic value for her

because of how tired she is feeling, she may decide to get a

cup of coffee before continuing. Second, the student can

select a strategy that directly enhances the component irre-

spective of the cost that led to it being deficient. The student

may be more likely to take this approach when she is unable

to identify a cost, or when the cost is not easily diminished.

For instance, if the student believes that the dryness of the

material she is studying explains why the task is so tedious

(i.e., why it has low intrinsic value), but she sees no easy

way of making the material interesting (i.e., of eliminating

the cost), she may try to increase her enjoyment of the task

by turning it into a game.

Occasionally, the student may fail to identify an effec-

tive strategy for directly enhancing a particular component,

either because she lacks knowledge of this strategy type or

because she tried the strategies she does know but they

were unsuccessful. In this case, she may try to bolster her

motivation (or reduce her desire to disengage) by imple-

menting a strategy that targets an alternate component.

Evidence that students can successfully compensate for a

low level of one component by increasing the level of a dif-

ferent component comes from an intervention study (Hulle-

man & Harackiewicz, 2009) in which high school students

in the experimental condition were instructed to write about

the value and usefulness of what they were learning in their

science courses to their personal lives. Among students

with low performance expectations, the intervention led

them to express more interest in science and receive higher

grades at the end of the semester (cf. Durik, Schechter,

Noh, Rozek, & Harackiewicz, 2015). Although the partici-

pants were instructed to complete the relevance-building

activity, students in other studies have reported choosing to

engage in this type of behavior to regulate their motivation

(e.g., “I try to make myself see how knowing the material is

personally relevant”; Wolters & Benzon, 2013).

Once a student selects a motivation regulation strategy

and implements it, she may monitor the effectiveness of

this strategy as part of the same feedback loop that she

used to monitor her motivation to begin with (Path C!D

in Figure 1). After implementing a particular strategy,

the student may notice (a) a reduction in her desire to

disengage from the task, (b) a metamotivational feeling

(e.g., interest) indicating a high level of the component

targeted by the strategy, or (c) a feeling (e.g., flow) indi-

cating the absence of any costs that were undermining

her motivation. In such cases, she may decide that no

additional attempts at enhancing her motivation are

required and continue trying to complete the task (Carver

& Scheier, 1998).
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Evidence that certain feelings may, at times, signal the

successful resolution of a motivation problem comes from

a study by Bosch and D’Mello (2017) that used an affect

annotation methodology to identify the various emotions

novice students experienced while learning the fundamen-

tals of computer programming in a computer environment

that gave them some control over the learning activity. An

analysis of affect transitions demonstrated that students’

feelings of boredom were followed by feelings of engage-

ment and flow at a rate that was above chance. Bosch and

D’Mello suggested that students may have responded to the

experience of boredom by changing the way in which they

engaged with the learning environment, implying that this

strategy may have bolstered the value of the task or

removed some cost and, thus, increased their feelings of

engagement and flow (though the transition from boredom

to engagement could also have been due to the way in

which events in the environment were sequenced; cf.

D’Mello & Graesser, 2012). In addition, the authors found

that the transition from boredom to engagement during the

learning phase of the study was positively associated with

performance during the assessment phase, which suggests

that students’ “ability to re-engage from boredom” was pre-

dictive of learning (Bosch & D’Mello, 2017, p. 200).

However, the strategies used to bolster motivation are

not always successful. Thus, if after implementing a partic-

ular strategy, a student notices that her desire to disengage

has persisted or even grown stronger, she may search for an

alternate strategy for enhancing her motivation. Ultimately,

if additional attempts to regulate her motivation are not suc-

cessful, and if the strength of her desire to disengage now

outweighs her motivation to fulfill the superordinate goal of

the task, she may decide to quit and move on to pursue

some other goal.

HOW DO STUDENTS MONITOR THE QUALITY
OF THEIR TASK MOTIVATION?

As previously discussed, our model attempts to explain two

functions of motivation regulation: The first aims to main-

tain a sufficiently high level of motivation, such that one

still desires to complete the task in the face of motivational

costs and obstacles, whereas the second aims to ensure that

the quality or kind of motivation one is experiencing fits

with the processing demands of the task and leads to opti-

mal performance. Although these functions involve similar

monitoring processes, there are some key differences,

which we detail in the present section.

Top-Down Versus Bottom-Up Monitoring
of Motivation Quality

Monitoring the quality of motivation, like monitoring the

quantity, can occur in a top-down or bottom-up manner. In

both cases, students make a determination about whether

the quality of their current motivation (e.g., autonomous vs.

controlled, promotion vs. prevention) matches their pre-

ferred motivation for engaging in the task. Our own

research (Scholer & Miele, 2016) suggests that this prefer-

ence may stem from students’ implicit beliefs about the

kinds of orientations that will lead to optimal performance

on different tasks. For instance, it appears that some college

students believe that a prevention orientation may lead

them to perform better on tasks requiring convergent and

analytic processing (such as a proofreading activity) com-

pared to tasks requiring divergent or associative processing

(such as a brainstorming activity).

Although it is possible that in some instances of top-

down monitoring, students explicitly compare their current

and preferred motivational orientations, we believe that

they typically make this comparison implicitly and auto-

matically. When an implicit monitoring process determines

that the quality of the student’s current motivation deviates

from the quality of her preferred motivation, it may auto-

matically generate a feeling of “nonfit” (i.e., a feeling that

one is going about things in the wrong way; Appelt, Zou, &

Higgins, 2010; Higgins, 2000). If this aversive feeling is

strong enough (i.e., if it surpasses a certain threshold), it

may activate (in a bottom-up manner) meta-level processes

responsible for identifying the source of the nonfit and

determining what the student can do to shift into a more

task-appropriate orientation.

Evidence that students can become aware of a nonfit

between their current motivational orientation and their

beliefs about the kind of motivational orientation demanded

by a task comes from a study by Spiegel, Grant-Pillow, and

Higgins (2004) in which participants were asked to imagine

completing a writing task in either an eager manner (i.e.,

“capturing as many details as they could and making their

reports vivid and interesting”) or a vigilant manner (i.e.,

“not forgetting to leave any details out and being careful

not to make their reports bland or boring”). Participants

who were dispositionally promotion focused (i.e., who

were likely to have begun the task with a promotion focus)

were less likely to complete the task when it was framed in

terms of vigilance as opposed to eagerness, whereas the

opposite was true for participants who were dispositionally

prevention focused. That is, when participants began the

task with an orientation that was qualitatively distinct from

the orientation that seemed to best suit the task (given its

framing), their overall level of motivation was relatively

low. This lack of motivation suggests that students can be

sensitive to the mismatch between their current and

expected motivational orientation (i.e., to being in a state of

nonfit). We propose that any feelings of nonfit associated

with this sensitivity can (like other metamotivational feel-

ings, such as boredom) signal a problem with motivation

and, if not dealt with, can lead to an increasing desire to dis-

engage from the task.
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Identifying the Source of Nonfit

When a student experiences a strong feeling of nonfit, the

meta-level processes that are automatically activated will

search for cues that can be used to identify the source of the

motivational problem (Box D2 in Figure 1). One particu-

larly salient set of cues includes metamotivational feelings

that indicate high levels of a particular component (see

Table 1). We are not suggesting that students can formally

articulate their experience of each component when moni-

toring their motivation. Rather, we believe that students

have an intuitive understanding of what it feels like to be

prevention focused (or to be intrinsically motivated) and to

approach a task in this manner. It is this understanding

(however it happens to be represented in students’ minds)

that guides their thinking when they are monitoring the

quality of their own motivation.

In addition to identifying the motivation component

causing her to experience feelings of nonfit, the student

must also identify a component(s) that can produce a

motivational orientation better suited to the processing

demands of the task. One possibility is for the student

to infer a better fitting component from her knowledge

of the incompatible component. For instance, if the

student’s experience of nonfit leads her to believe

that her prevention orientation is not a good match for

the current brainstorming task, she may infer that she

should shift into a promotion orientation because she

understands that promotion/eagerness is the opposite of

prevention/vigilance. Another possibility is for her to

infer this component from her implicit beliefs about the

nature of the task. We have conducted a number of

studies using a paradigm adapted from the emotion reg-

ulation literature (see Tamir & Ford, 2009) that suggests

that students are capable of doing this (Scholer & Miele,

2016).

In one of these studies, the participants were told about a

task that demanded either eager or vigilant processing (e.g.,

“Your goal is to be as accurate as possible by making sure

to avoid lurking errors and pitfalls”), as well as a recall

activity that has been shown to shift people into a promo-

tion or prevention focus (e.g., “Please write about a time in

the past when you felt you made progress toward being suc-

cessful in life”). The participants were then asked to report

their preference for completing the recall activity before

engaging in the task and to indicate their expectations con-

cerning how successful they would be at the task after com-

pleting the recall activity. The results showed that

participants preferred to engage in a promotion-inducing

recall activity more when anticipating an eagerness-

demanding task than when anticipating a vigilance-

demanding task. In contrast, participants preferred to com-

plete a prevention-inducing recall activity more when antic-

ipating a vigilance-demanding task that than when

anticipating an eagerness-demanding task. Furthermore,

these differences in preference were partly mediated by

how well participants expected to perform on the various

tasks. The findings from this and other studies suggest that,

on average, college students have metamotivational task

knowledge about the motivational demands of different

types of tasks (e.g., they realize, either implicitly or explic-

itly, that some tasks may require vigilance rather than

eagerness) and that they have metamotivational strategy

knowledge about how certain actions (e.g., writing about

their responsibilities) might help them in addressing these

demands.

In addition to monitoring how particular task demands fit

with promotion and prevention orientations, students may

also monitor how these demands fit with extrinsic and

intrinsic motivations. Although there is no direct evidence

of such monitoring, there is research suggesting that intrin-

sic and extrinsic motivations involve performance trade-

offs similar to those observed with promotion and preven-

tion orientations. According to a recent meta-analysis

(Cerasoli et al., 2014), intrinsic motivation appears to be a

better predictor of performance on tasks that “require a

higher degree of complexity and engagement of more skill”

(p. 982), whereas extrinsic incentives (particularly those

that undermine one’s sense of autonomy or self-determina-

tion; see Byron & Khazanchi, 2012) are better predictors

when the performance criteria for a task are “noncomplex,

repetitive, and require chiefly focus and drive for their com-

pletion” (Cerasoli et al., 2014, p. 984). Evidence for the rel-

evance of this trade-off to research on motivation

regulation in academic settings comes from a study that

Sansone and colleagues conducted with undergraduates

enrolled in either an on-campus or online section of a cog-

nitive psychology course (Sansone et al., 2012). After the

first exam, participants filled out a questionnaire that

assessed their use of different motivation regulation strate-

gies while preparing for the exam, as well as their level of

interest in the class up to that point. For students in the

online section, one self-reported strategy (i.e., exploring

links posted on the class web page to make studying feel

more enjoyable) was found to be positively correlated with

their self-reported interest but inversely correlated with

their performance on the exam.

Selecting a Strategy for Regulating Motivation Quality

Having identified a component that can produce a motiva-

tional orientation well suited to the demands of the task, the

student must select a regulation strategy that she can use to

enhance this component. In making her selection, the stu-

dent may consider whether there are any costs or obstacles

that are actively inhibiting the component she seeks to

enhance or whether there are any features of the task or

environment that may be promoting an incompatible com-

ponent of motivation and, consequently, undermining a

more compatible component. Once the student selects a
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strategy and implements it, she will monitor the effective-

ness of this strategy as part of the same feedback loop that

led her to detect a problem to begin with. She will be partic-

ularly attuned to additional feelings of nonfit that may sig-

nal to her that the strategy she selected is not as effective as

she hoped. If these feelings persist and grow stronger, she

may choose to implement an alternate strategy. However, if

the feelings recede or are replaced by a feeling of fit, she

may instead decide that no additional attempts at regulating

her motivation are necessary.

CONTRIBUTIONS, UNANSWERED QUESTIONS,
AND FUTURE DIRECTIONS

To begin this section, we briefly summarize what we view

as the major contributions of the current article to the moti-

vation literature. First, although other researchers have

acknowledged that metamotivational monitoring is an

essential aspect of motivation regulation (e.g., Kuhl, 2000;

Sansone & Thoman, 2005; Schwinger & Stiensmeier-

Pelster, 2012; Wolters, 2003, 2011), we are the first to pro-

pose a thorough account of the monitoring processes that

students rely on to initiate the strategic control of their task-

specific motivational states. Second, in addition to explain-

ing how students assess whether they are motivated enough

to continue working on a task (i.e., monitor the quantity of

their motivation), we attempt to explain how they assess

whether the type of motivation they are experiencing fits

with the processing demands of the task (i.e., monitor the

quality of their motivation). Third, to better capture the

complexity of what some researchers have referred to as

“motivational problems,” we distinguish between the

underlying components of motivation that students target

during regulation, the costs/obstacles that lead to changes

in these components, and the metamotivational feelings

that signal that these changes have occurred. Fourth, we

propose a set of three criteria that can be used to distinguish

six motivation components from other motivational con-

structs. Finally, we specify the metamotivational feelings

that we think correspond to low and high levels of each

component.

It is our hope that these contributions provide a starting

point for more deeply exploring the ways in which the pro-

cess of motivation regulation unfolds. In particular, our

model raises several sets of questions that should be

addressed by future research. First, what are the various

motivation components that students monitor and target

with regulation strategies? We have distinguished six com-

ponents from other motivational constructs in terms of the

three criteria in our model, but empirical studies assessing

students’ reasons for using different regulation strategies,

as well as the effects of these strategies on different aspects

of students’ motivation, are needed to validate this taxon-

omy and to identify additional components. For example,

our theory-driven approach could be complemented by an

empirical approach similar in design to earlier studies that

examined the types of strategies that students use

(Schwinger et al., 2009; Wolters, 1998; 1999; Wolters &

Benzon, 2013). To directly assess which components stu-

dents attempt to regulate in this way, a survey could be

developed that not only instructs students to rate their use

of different regulation strategies but also asks them to

report their reasons for using these strategies. For instance,

students could be asked whether they would engage in envi-

ronmental structuring in a particular context in order

increase their efficacy for the task or to make their experi-

ence of completing it more enjoyable. So long as students

are able to accurately report on their reasons for using vari-

ous strategies (which they may not be; Nisbett & Wilson,

1977), a factor analysis of their responses would yield a

structure that is more representative of the components they

attempt to regulate (compared to factor analyses of existing

motivation regulation questionnaires). Future research

guided by this convergent top-down and bottom-up

approach may provide significant insights into motivation

regulation.

In addition to identifying a set of motivation compo-

nents, our model identifies several types of costs that can

undermine these components and reduce students’ desire to

engage in tasks. Thus, a second set of questions pertains to

the possible relations between each type of cost and each

component. Are certain costs especially likely to interfere

with particular components? Do students’ perceptions of

these relations vary based on contextual or personal factors,

such as naive theories about how a specific cost affects task

engagement? Do costs influence a student’s desire to

engage in (or disengage from) a task only via reductions in

components (i.e., Path A!B!C in Figure 1), or can they

also influence a student’s desire directly (i.e., Path A!C)?

Regarding this last question, although some studies show

an inverse correlation between perceived costs and percep-

tions of competence and value (Flake et al., 2015; Perez

et al., 2014), there is also evidence that a direct or unmedi-

ated effect of costs on student choice emerges when con-

trolling for these components (Perez et al., 2014). In

certain cases, both pathways appear to be plausible explan-

ations for the decrease a student experiences in her motiva-

tion. For instance, imagine a student who is studying by

herself in the library for an important exam when she

receives a text inviting her to a party. At this point, the stu-

dent perceives the cost of continuing to study to be the fun

she is sacrificing. One possibility is that this cost reduces

her desire to study because it actually makes the task less

enjoyable (i.e., because thinking about what she is missing

reduces the task’s intrinsic value). Another possibility is

that the cost reduces her desire to study because the enjoy-

ment that she has been deriving from the task (along with

its importance) is simply outweighed by the enjoyment she

thinks she would get from going to the party (or perhaps by
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the importance of bonding with friends). Distinguishing

between these possibilities is important because it may help

in understanding which regulation strategies students are

likely to use in particular situations (i.e., strategies directly

targeting motivation components versus strategies targeting

costs).

A third set of questions pertains to the metamotivational

feelings that play a role in students’ monitoring of their moti-

vational states. Are certain feelings (e.g., helplessness, bore-

dom, interest, etc.) associated with particular components?

When these feelings surpass a certain threshold, do they

sometimes trigger assessments of motivation in a bottom-up

manner? If so, what determines the magnitude of this thresh-

old? In addition, do metamotivational feelings serve as cues

that students use to identify the motivation components

undermining their desire to continue engaging in the task?

These are difficult questions to answer using empirical meth-

ods that are standard within educational psychology. Students

may have limited retrospective access to the transient feelings

they experience during task performance. In addition, the

sequence of feelings, attributions, and assessments involved

in metamotivational monitoring cannot easily be inferred

from questionnaires that assess task engagement at a single

time point. Therefore, we call for more studies using fine-

grained methods such as experience sampling (e.g., Nett

et al., 2011), affect annotation of facial expressions captured

during task engagement (e.g., D’Mello & Graesser, 2012),

and even automated assessments based on “machine-readable

behavioral and physiological signals” (D’Mello, Dieterle, &

Duckworth, 2017, p. 104).

Fourth, questions can be asked about how and when stu-

dents develop the capacity to monitor their motivation. For

instance, at what age do students begin to spontaneously

assess their motivational states? Are younger students less

accurate in their assessments than older students? Is the

development of metamotivational monitoring tied to the

development of other psychological constructs, such as

executive function, metacognition, and theory of mind?

With apparently few exceptions (e.g., Cooper & Corpus,

2009; Gurland & Glowacky, 2011; Kuhl & Kraska, 1989;

Xu & Corno, 2003), research on motivation regulation has

focused on the strategies used by high school and college

students to bolster their motivation. However, the relatively

little developmental research on this topic that does exist

suggests that early elementary school may be an important

period for the acquisition of metamotivational knowledge

(Cooper & Corpus, 2009). Thus, future research on motiva-

tion regulation should be conducted across a broad range of

groups, starting early in development.

Understanding how metamotivation develops will help in

answering a related set of questions about points in the moni-

toring process where regulation can go awry. In particular,

do some students struggle to effectively monitor their motiva-

tion because they are insensitive to the feelings signaling

problems with their motivation? Even when they are aware

that they are in danger of quitting, do students have trouble

identifying the factors undermining their motivation? Is this

difficulty due, in part, to a lack of metamotivational knowl-

edge about the relations among different components (see

Murayama, Kitagami, Tanaka, & Raw, 2016) or between cer-

tain components and costs? Are there other students who,

despite being able to correctly identify the source of their

motivational deficit, fail to regulate because they (a) lack

knowledge of which strategies could be used to target a par-

ticular component, (b) lack efficacy for being able to execute

these strategies (see Murayama, Kuratomi, Johnsen, Kita-

gami, & Hatano, 2017), or (c) lack the desire to regulate their

task motivation? This last possibility raises an additional set

of questions pertaining to the source of students’ motivation

for engaging in motivation regulation. Earlier, we argued that

the likelihood of a student taking steps to overcome a motiva-

tional obstacle depends partly on whether she is still strongly

motivated to achieve the task’s superordinate goal (e.g.,

maintaining a high GPA). But how do these superordinate

goals develop in the first place? Existing research from the

motivation literature suggests that they may derive from the

student’s basic needs for competence, autonomy, and related-

ness (Deci & Ryan, 2000), in conjunction with family and

cultural socialization processes that partly determine which

activities and accomplishments she perceives as fulfilling

these needs (see Wenztel & Miele, 2016).

Our final set of questions pertains to the ways in which

students regulate the quality of their motivation. At this

point, we have empirical evidence (Scholer & Miele, 2016)

that students are, on average, at least aware of the fit

between particular types of motivation (i.e., promotion and

prevention) and the processing demands of certain tasks.

One important question is whether this awareness extends

to other motivations. For instance, are students aware of

potential performance trade-offs between intrinsic and

extrinsic motivation? Another important question is about

whether this awareness translates into behavior. That is,

when students realize that their motivation may lead to

modes of processing that are suboptimal for the task, do

they implement regulation strategies that can shift them

into a different orientation? Finally, it will also be impor-

tant to explore the ways in which students coordinate their

regulation of motivation quality and quantity. For instance,

when students realize that they are in danger of quitting

because they perceive the task as having little outcome

value, do they strategically choose to bolster the type of

outcome value that best fits with the demands of the task?

That is, does students’ monitoring of motivation quantity

sometimes trigger concerns about motivation quality?

Research examining these questions will help us to

develop a better understanding of how students regulate

their motivation and, in turn, design interventions aimed

at improving students’ regulatory effectiveness. These

are important goals because, as we explained in the

introduction, students often encounter obstacles during
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task performance that undermine their motivation, and

they cannot always rely on their parents and teachers to

overcome them.
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